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Abstract

Artificial intelligence (AI) ethics aim to help technicians and policy-makers reduce potential negative impacts. However, the discourse is missing important contributions from the Global South. Specifically, efforts to understand how and why AI is embedded in broader power structures and is reproducing existing inequalities are incomplete. This brief addresses the issue of AI Ethics with special attention of how AI impacts inequality and vulnerable communities globally. The brief discusses the prevailing conceptualization of AI Ethics from the Global North and juxtaposes them against contributions from the Global South. It is clear that the discourse can be enriched by merging those conceptions to adopt a broader perspective on AI Ethics. In conclusion, this project, by closely examining power structures and their implications for ethical AI, sheds new light on how and where the field of AI Ethics needs to broaden its scope to fulfill its great promise.
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1. Introduction

This brief covers several emerging concerns about Artificial Intelligence (AI) systems in the international order while surveying approaches required to govern issues related to these technologies in a way that produces more just outcomes. Given the recent history of colonial occupation and neocolonial subordination, assessing the impact and uses of AI from the perspective of the Global South is a prerequisite for any meaningful AI ethics paradigm. With the rise of ‘big data for development’ (Hilbert, 2015) development agencies and international governance institutions must continually question whether new AI and data infrastructures enable asymmetric relations of power, visibility, and traceability, or how these technologies can be harnessed to advance more emancipatory projects.

Depending on context, the definition of AI can be broad and varied. For example, ethicist Vincent Müller states that AI refers to “any kind of artificial computational system that shows intelligent behaviour” (Müller, 2020, 2). The computer scientists Stuart Russell and Peter Norvig provide a classic definition of AI that considers computer programs intelligent when they follow “general principles of rational agents” (Russell and Norvig, 2010, 5). These ‘general principles’ are products of human programmers in an organizational setting, meaning that AI can subtly (or glaringly) reflect our human assumptions, bias, oversights and beliefs (Baulawini and Gebru 2018, Gebru, et al 2018, Hao 2019, Crawford and Paglen 2019). The result is that these technologies cannot be politically neutral (Timcke, 2021a).

Discourses about AI in the Global North tend to consistently orbit issues like privacy or designing trusted systems for healthcare and smart cities. While there are general risks around espionage as well as cybercrime, typically in the private sector positive connotations are attached to AI systems and the benefits they bring to society (see Manyika and Bughin 2018). Political representatives are wary about surveillance, automation, the future of work, and prospects of mass unemployment. These kinds of concerns can be seen in legislative initiatives like the European Union’s Digital Services Act and the Digital Markets Act.

Discussions in the Global South about AI are more circumspect. There is relatively more attention given to the social costs resulting from AI systems by academia and civil society organizations. Governments and the private sector tend to overlook conversations about social costs. For example, researchers from the Global South are very attentive to issues of colonialism and imperialism (Kwet 2019, Birhane 2020, Timcke 2021b). Similarly, while AI is said to be on the precipice of revolutionizing precision agricultural production in the Global South (Ampatzidis, Partel and Costa 2020), there are risks that these systems may damage land systems (Ryan 2019).

The reproduction of global inequalities or how unequal technological exchange hinders the Global South from designing AI systems are two examples of economic stratification between the Global North and Global South (see Alonso, Kothari and Rehman 2020). Then there is also the issue of how there may be marginalization and effective disenfranchisement within countries in the Global South as the economically disadvantaged are unlikely to have the same kind of influence over AI as the wealthy (see Timcke 2021a, chapter 1; Timcke 2023). In short, there are reasons to feel anxious about whether and how AI may continue the exploitation of (the economically disadvantaged in) the Global South thereby perpetuating economic stratifications.

This brief shows how a refocus on perspectives of the Global South enriches the understanding of the impact of AI in our societies. This helps us to refrain from taking up a limited perspective on single applications and instead guides us to core questions of power and inequalities and how to reduce those when talking about AI.
2. Current Approaches to AI Ethics in the Global North

Researchers in the Global North do give attention to the possible negative effects of AI. Numerous guidelines have been drafted to address the problems with the use of AI and outline the responsibility of the technology sector (Jobin, Ienca and Vayena, 2019). Key areas of focus are privacy, data-bias and their harmful outcomes as well as opacity in AI systems (Müller, 2020).

Privacy concerns relate to the question how personal data is used to train AI systems (Müller, 2020). The discussion of bias considers that data-based decisions might lead to racism or discrimination of marginalized people. These concerns relate to questions of opacity, which describes the problem that people affected by an AI based decision are unable to understand how the system arrives at that specific conclusion (Müller, 2020). Currently, these questions are mainly addressed through technical solutions and guidelines provided by technology companies for their AI services.

The principles regularly addressed in those AI Ethics guidelines are accountability, privacy, and fairness (Hagendorff, 2020) sometimes extended by non-maleficence and responsibility (Jobin, Ienca and Vayena, 2019). These abstract principles are intended to guide the technical work in the development and training of AI models. In general, the AI Ethics principles focus on problems for which a technical solution already exists or could be developed (Hagendorff, 2020). The stated goal is, that, with the implementation of those principles, AI systems have less negative impact on societies and marginalized people. But current research points out that these principles address superficial concerns while stalling legislation (Hagendorff, 2020).

There are currently two main trends in AI Ethics visible in the Global North:

- First, there is a heavy actor-focused narrative that prioritizes the application of specific AI-Systems and the responsibility to create those applications in an ethical way. This narrow conceptualization allows companies to address AI systems with a narrow set of ethical principles, prioritizing those principles where a technical solution is available.
- Second, only the development stage of an AI lifecycle is addressed by these guidelines, limiting the scope of AI Ethics. Instead, Crawford suggests taking up a holistic view of an “AI system from birth to death” (Crawford, 2021) to assess the full AI lifecycle. It should encompass more than just the actual development of AI, but instead start early and include, for example, the extraction of the necessary raw materials as well as data sets and, at a later stage in the lifecycle, analyze the impact of AI on society through surveillance and classification.

These narrow conceptualizations of AI Ethics do not actively engage with the various concerns raised by scholars from the Global South about the impacts of AI, as well as the connection between human-machine interaction.
3. The Slow Violence of Artificial Intelligence

More critical perspectives on the problems AI poses to societies are brought up by researchers from the Global South. These researchers challenge the existing paradigms by incorporating questions of power, context-variation and the notion of extractive practices causing harm in societies. For example, as most countries in the Global South import AI technology and export their data, there are concerns about regulatory reach when it comes to enforcing domestic determinations about privacy right. These issues are by no means only relevant to the Global South but do help frame the understanding of how AI shapes societies and the long-term implications these technologies might have.

The concept of ‘slow violence’ (Nixon, 2011) is useful to better conceptualize the impact of AI, and relatedly how and why the Global South is excluded from setting the agenda around AI Ethics. Slow violence takes place over an extended period meaning that the processes are often hidden from our attention because of a lack of spectacle. Still, these processes pose a significant threat to societies in the Global South given their experience of colonial occupation and the difficulty in overtly recognising the harms AI poses. Just as slow violence is invisible, so are the communities most affected (Nixon, 2011): It is apparent that the current global dialogue on AI, including the dialogue on AI ethics, does not adequately consider the voices of the Global South (Ricaurte, 2022). But attention to these hidden impacts and the voices of the Global South is needed to make AI ethics more comprehensive.

It needs to be acknowledged that there are a variety of different approaches to AI Ethics in the Global South. To summarize here some of the implications at a level of generality and relevance to this brief, the following trends can be identified:

- There is a strong focus on the working of AI as an extension of colonial power and the negative influence of this on the continent and how these forms of knowledge production are situated in oppressive structures (Kadiri, 2021).
- There is a heightened awareness about the educational inequalities and the problems that could arise from this lack of (technological) education when AI is rolled out on the continent (Mancilla-Caceres and Estrada-Villalta, 2022).
- There is a concern with how AI shapes the economic and especially labor situation in the countries due to possible negative consequences of automation through job losses (Noor and Manatan, 2022).

These context-sensitive issues raised on various continents can best be understood as a combination of social and technical systems. As AI systems make decisions about the present and future through classifying information and developing models from historical data, one of the main critiques of AI has been that these technologies reproduce or heighten existing inequalities involving gender, race, coloniality, class and citizenship (Davis et al., 2021, Scheuerman et al., 2021, Benjamin, 2019, Couldry and Mejias, 2021, Eubanks, 2018, Timcke, 2021a). A reproduction of outcome through AI inevitably means a reproduction of inequality. Because of global power structures AI currently leads to slow violence against already vulnerable and marginalized groups (Ricaurte, 2022). Slow violence can take the following forms:

A. The Slow violence of Data Colonialism

If railways were the ‘open veins’ of colonial extraction (Galeano, 1997), then AI and digital infrastructure plays a similar role in data colonialism. The use of technologies created in the Global North that are
deployed to other countries might lead to harm for local people. For example, through their global reach (and lack of adherence to local regulations) AI firms can extract value in many places while concentrating their wealth in the Global North. To cite an instance, AI datasets are often produced and trained by underpaid workers in the Global South and AI models are often tested in unregulated contexts in the Global South exposing people to potential risk (Gestoso, 2022). Moreover, due to intellectual property protections, companies in the Global South cannot create similar competing products. Monopoly market power converts into monopolies of knowledge.

B. Slow violence in the humanitarian sector

The entrance of technology companies in the humanitarian sector raises concerns about datafication and AI decision-making technologies (Madianou, 2019). Increasingly the outsourcing of refugee registration (and therefore the collection of biometrical data) to private actors provides these organizations with the means to track refugees (Madianou, 2019). These developments raise concerns about the use of these data sets for various other purposes and how this securitization is affecting the most vulnerable populations. In a comparable manner the discourse about data for development and the focus on positive influences might have disguised how technology companies are increasingly trying to reconfigure the social domain into a commercial revenue (Magalhães and Couldry, 2021).

More generally, a paradigm shift in the humanitarian sector can be observed through the uptake of AI: Organizations are trying to move from reacting to crises to trying to predict them. AI could be able to predict different situations and enable the humanitarian sector to act before the predicted situation occurs, be it regarding a natural disaster (Van den Homberg, Gevaert, & Georgiadou, 2020) or the occurrence of migration flows (Beduschi, 2021).

C. Slow violence in the welfare state

The administration of development aid involves ‘welfare surveillance’ through the creation of verifiable identities and detailed individual records (Webster, 2012). These records can be used to force a distinction between the deserving and undeserving poor or be used to detect fraud over relatively small amounts of money (Dobson, 2019, Alston, 2019). Programs to govern the poor subject these populations to high levels of surveillance in ways that reproduce their marginalization.

It is useful to recognise that AI shares features with its bureaucratic predecessors when assessing conditions of poverty. For example, when government systems distinguish between different groups of people, this social sorting can reinforce their marginalization (Lyon, 2007). If this trend continues, it might have implications for the allocation and dispersion of international aid to countries or agencies in the Global South. AI systems may be designed to excessively audit programs at the expense of allowing locals to use discretion to respond to matters arising.

D. Slow violence through datafication

Datafication describes two current trends in our societies. Firstly, it describes that data is seen as given while failing to recognize that it is socially constructed and can only quantify a certain ‘rational’ type of
knowledge (Magalhães and Couldry, 2021). This must be seen in light of colonial practices of devaluing knowledge from the Global South which is continued by the current focus on data for AI (Milan & Treré, 2019). Secondly, it describes an extractive process that tries to commodify social relations, public procedures and people (Ricaurte, 2022). Together this leads to a different understanding of people's self and their independent decision-making. In general, AI systems - because they are perceived as rational - have a source of legitimacy and it has been shown that people tend to adjust their own reasoning to the AI decision (Rik, 2020) rather than questioning it. Moreover, the commodification of society might “lead to the isolation and dehumanization of individuals” (Mhlambi, 2020).

Situating the various AI Ethic considerations brought up by Global South scholars in the framework of slow violence provides us with the means to understand how the hidden long-term effects must be taken into consideration while discussing the future of AI Ethics. This is important given how research trends in the Global North can by-pass the direct experience of data-colonialism. Negative impacts of the long-term effects of AI take place both in Global South and in Global North, exacerbating inequalities and harming people.

4. Going Beyond AI Ethics Guidelines

In general, the attention in the Global North provides a too narrow understanding of AI Ethics with many blindspots (Hagendorff, 2022). Current AI Ethics guidelines are limiting the scope of AI Ethics to the working of single applications. But this is incomplete as the current approach is blind to the long-term impacts of AI on societies. Additionally, most of the notable Ethical AI frameworks in circulation were developed in the Global North without any meaningful and substantive input from stakeholders from the Global South.

By contrast, research from the Global South provides an understanding of AI that is grounded in the impact of technology on communities, keeping in mind the role of power. This is an enriched perspective which focuses on the 'slow violence of AI' which may threaten marginalized societies especially because digitisation processes unfold over a long period and are often hidden.

AI Ethicists must be aware of the processes of slow violations, using this perspective to identify potential threats that AI may pose and actively incorporate perspectives of the Global South. Without taking history into account, current AI Ethics guidelines like FAIR (Findable, Accessible, Interoperable and Reusable) are less suitable for preventing global inequalities and stratification. Additionally, the belief that AI risks could be audited and removed during production comes from the institutions invested in using AI (Vecchione et al., 2021). There are entrenched economic interests in reformism, which in turn produce a set of more ethical, fair, or inclusive precepts, but which result in normalizing existing power structures and perpetuating ‘data violence’ (Hoffman, 2021, Stark et al., 2021).

The Global South research agenda provides policymakers with an understanding that is based on the overall impact of AI, considers the impact of power structures, and aims to prevent exploitative relationships. This research agenda asks policy makers to consider what conditions are required to harness and channel democratic will in science, technology, and innovation policy thus building an extended AI Ethics that positively impacts societies and actively reduces inequalities. The remaining task is finding ways and means for this research agenda – and the findings it produces – to become integrated with the ethical guidelines being developed by international institutions, then having countries in the Global North adopt those same guidelines in their regulatory frameworks.
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